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Abstract

This paper documents the heterogeneous rise in the urban gradient of the college
wage gap across workers of different ages between 1980 and 2019. Using immigrants’
enclaves from 1970 as source of identification, I find that the young workers have
traditionally had a steeper relationship between college wage gap and city population
than old workers. Also, I find that the evolution of this urban gradient of the
college wage gap has been larger for younger workers. These findings are not caused
by sorting in unobserved characteristics, by outliers in the wage distribution, or
by compositional changes. I show that the source of the increase in the urban
component of the college wage gap is a shift in the occupational structure across
the work-cycle and cities. While old and young college workers have shifted away
from highly-routinary-low-paying jobs, specially in more populated cities, young

high school graduates’ occupational structure has remained unaltered since 1980.
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1 Introduction

In the last forty years the U.S. labour market has been characterized by a significant
increase in the average wage gap between high school and college graduates. This gap is
not population neutral. College and high school workers face larger differences between
their hourly wages in more populous cities. This relationship is referred to as the college
bias of agglomeration externalities. The college bias of agglomeration externalities has
only increased over time. For example, in 1980 the (log) college wage gap was 0.05
larger in the most versus the least populated city. In 2019 this difference was over
0.20. Previous work studying the college bias of agglomeration externalities, however,
falls short of providing a satisfactory analysis of the effect agglomeration externalities
have on the work-cycle. The literature has assumed that workers of different ages are
perfect substitutes and, consequently, are impacted homogeneously by agglomeration
externalities. Nonetheless, this assumption doesn’t hold in the data.

In this paper I relax the assumption of perfect substitution across workers of different
ages. | show that the shifting structure of the returns to college education in larger U.S.
cities is a reflection of an increase in the age-group specific college bias of agglomeration
externalities, which attracts young college educated workers to larger cities. As a result,
the relative supply of college educated workers in more populous cities has increased with
each passing decade. I find that a larger age-specific relative supply of college workers
is associated with a decrease in the college wage gap. However, this decrease is smaller
in magnitude than the increase caused by the rise in the college bias of agglomeration
externalities. Thus, explaining why the college wage gap has increased in more populous
cities.

This paper provides estimates of the college bias of agglomeration externalities by
different age groups. This exercise is of interest for two reasons. First, it furthers our
understanding on how agglomeration externalities affect workers of different educational
attainment and how it varies across different stages of workers’ careers. In the last
decades, bigger cities have become younger and more college intensive as the increase
in the college wage gap for young workers was unmatched by any other age group (Lee
et al., 2019). Therefore, this project extends and complements the economic literature

studying the spatial component of the college wage gap.

2



Second, it deepens our knowledge on the geography of labour inequality. To interpret
the pronounced increase of the college wage premia in the United States it is necessary
to understand the rise in the agglomeration externalities across cities and workers’ work-
cycle. Baum-Snow and Pavan (2013) show that at least one-quarter of the increase in
nationwide wage inequality since 1980 can be attributed to faster increases in the college
wage premia in larger cities. This project complements this literature by analyzing how
wage inequality across cities is distributed through the work-cycle and its interaction with
agglomeration externalities.

I propose a theoretical framework to quantify the factors that impact the college wage
across cities of different populations. In particular, I employ a model of city aggregate
production with age-group specific labour supplies that incorporates imperfect substitu-
tion between workers of different age and educational attainment, building upon Card
and Lemieux (2001) and Baum-Snow et al. (2018) models of nested constant elasticity
of substitution. The model allows for heterogeneous effect of agglomeration externalities
across the work-cycle and between different educational levels. The model predicts that
the college wage gap in a given city will increase: (i) if the age-specific relative supply
of college workers decrease, (ii) if the overall relative supply decrease, (iii) if there is a
technological shock that benefits college over high school workers, or (iv) if agglomeration
externalities benefit more college educated workers than high school workers.

Next, I estimate the predictions done by the theoretical model using five decades of
U.S. census data. The results indicate that changes in the college bias of agglomeration
externalities have been central to the rise of wage inequality across local labour markets.
I find that for all workers the college bias of agglomeration externalities has steepened
over time. However, this effect has been particularly large for workers under forty years
old. The decadal increase in the college wage gap for young workers located in the city
with the largest population is 3.7% and 7.1% larger than the increase in the median city
in 1990 and 2019. For old workers the same effect is 2.4% and 3.4%, respectively. The
heterogeneous evolution in the college bias of agglomeration externalities is not caused
by sorting on unobserved characteristics, by outliers in the wage distribution, or by
compositional effects.

The empirical strategy used allows me to recover the elasticity of substitution between



workers of different ages and between workers with different educational attainment. I
find an elasticity of substitution between age groups of 4.36, which supports the assump-
tion of imperfect substitution between workers of different ages. Although my goal is
to measure the college bias of agglomeration externalities, my estimates of the elasticity
of substitution between age groups is comparable in magnitude to those in Card and
Lemieux (2001). I also estimate an elasticity of substitution between workers with dif-
ferent educational attainment of 3.6. This result is larger to the results in Katz and
Murphy (1992), Bound and Johnson (1992), and Autor et al. (2008), who find an elas-
ticity around 1.4. The main reason of this difference is the decades used in the sample.
Since the college premia has increased over time, studies which include larger periods
tend to find a larger elasticity of substitution between college and high school workers.
My estimates, for example, are close in magnitude to new studies using larger time spans
such as Baum-Snow et al. (2018). The fact that the estimates for both elasticities are in
line with previous estimates from the literature can be taken as evidence in support of
my model.

I find that the shift in the occupational structure across the work-cycle and cities
explains the increase in the college bias of agglomeration externalities. While old workers
have shifted away from highly routinary jobs regardless of their educational attainment
or the city they live in, the same is not true for young workers. The share of young
workers with a high school diploma performing highly routinary jobs in 2019 has the
same level and slope with respect to city size that it had in 1980. Conversely, with
each passing decade young workers with a college degree have reduced their share and
slope with respect to city population in highly routinary jobs while simultaneously in-
creasing their share in high-paying low routinary jobs. Thus, the heterogeneous change
in the occupational structure explains the increase in the college bias of agglomeration
externalities.

The contributions of this project spans into three literatures. First, the paper relates
to the literature that explores local determinants of the U.S. labour market. Moretti
(2013), Lindley and Machin (2014), and Baum-Snow and Pavan (2013) argue about
the importance of geography in explaining recent trends in the American labour market

inequality. Complementing those findings, Baum-Snow et al. (2018) and Giannone (2017)



find that skills, proxied by the workers’ educational attainment, and cities have become
more complementary over time —agglomeration externalities for college workers have risen
over time— explaining the increase in college wage gap in larger cities. Autor (2019) and
Eckert et al. (2019) give two different explanations for this. Autor (2019) argues that
the occupations performed by non-college workers in urban labour markets have changed
in the last decades. In other words, non-college workers now perform essentially the
same jobs in urban and non-urban labour markets. Eckert et al. (2019) argue that the
rise in wages in industries that heavily rely on ICT adoption and college workers is the
leading cause of this increase. In addition to corroborating the increasing complementary
between skills and cities, the main contribution of the paper is to document and analyze
the heterogeneous trajectory this complementarity has across the work-cycle. To the best
of my knowledge, this is the first paper that documents these heterogenous impacts.

Second, this paper also relates to the literature looking at the effect agglomeration
externalities have on the labour market (Glaeser and Mare, 2001; Wheeler, 2006; Combes
and Gobillon, 2015; Combes et al., 2008). Higher wages in more populated places can be
caused by (i) the sorting of workers with higher unobserved ability into larger cities, (ii)
a static wage premium for working in larger places, and (iii) a higher premium for work
experience acquired in larger places. This paper complements this body of literature
by analyzing the dynamics of the city size wage premium for college and high school
graduates over time and across the work-cycle. De La Roca and Puga (2017) find that
places with a higher population have higher wage premiums and that experience gained
in larger cities is more valuable. Similarly, I find that the city size premium is positive
for college workers. For non-college workers, however, I find that the city size premium
decreased over each passing decade, in line with the results of Gould (2007). This decrease
is specially prevalent in workers at early stages of their careers.

Finally, this paper relates to the literature exploring the change in the occupational
structure of the U.S. labour market and its impact on wage inequality (Acemoglu and
Restrepo, 2021; Autor, 2019; Duranton and Puga, 2019; Davis et al., 2020; Lindley and
Machin, 2014). Autor et al. (2003) note that rapid computerization alters the demand
for jobs and the occupational structure of the labour force. Complementing these results,

Autor and Dorn (2013) estimate that the wage and employment share growth of highly



routinary jobs — those easily replaceable by computers — was lower than traditionally less
skilled jobs. My contribution to this literature is to document the geographical variation
in the occupations performed by workers at different ages, and its relationship with the
increase in the college bias of agglomeration externalities.

In the next section I describe the data sources. Section 3 provides a descriptive
examination of the geographical changes in wage inequality since 1980. In Section 4
I outline the model of imperfect substitution between workers of different educational
attainment and age, match the theoretical model to the empirical equation I take to the
data, and discuss the identification strategy. Section 5 presents the main results of the
paper and in Section 6 I show a battery of robustness checks to these results. Section 7

studies the underlying mechanisms behind the results and finally Section 8 concludes.

2 Data

Large samples are essential for the analysis of changes in local labour market outcomes
at the city level. To this end, I draw on the Census Integrated Public Use Micro Samples
for the years 1970, 1980, 1990, and 2000, and the American Community Survey (ACS)
5-year sample for the years 2010 and 2019 (Ruggles et al., 2020).! The 1970 census
sample corresponds to 1 percent of the population. The other five samples correspond to
5 percent of the US population.

The workers sample consists in male individuals between the ages of 26 and 60 who
worked at least 40 hours a week for a minimum of 50 weeks a year. I excluded workers
in the military force because they are not ruled by local labour forces. Labour supply
is measured by the product of the usual hours worked times the total number of weeks

2 College workers are those with a college degree or more whereas high

in the year.
school workers correspond to the complementary group. Hourly wages are constructed
by dividing annual wage and salary earnings by the the individual labour supply. I drop

individuals with an hourly wage below 75% of the federal minimum wage in the sample

IThe two samples drawn from the ACS correspond to 1% ACS samples for the five years before. For
example, the 2019 ACS 5 year sample contains information from the 2015, 2016, 2017, 2018, and 2019
1% ACS samples.

2The main reason I use full time full year workers is because 2010 and 2019 ACS do not record the
exact number of weeks worked. Those datasets report binned values of the variable. As it can be seen
in Figure B.1, the majority of workers in the 50+ category work 52 weeks in a year. Thus, I impute 52
weeks as the weeks worked for all the years in my sample to reduce the imputation error.
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year and those whose income, usual hours worked, or weeks worked are top coded.? All
calculations are weighted by the census sampling weight multiplied by the labour supply
weight and a weight derived from the geographic matching process that is described
below.

An important feature of the data used is that its based on differences between indi-
viduals of the same age with and without a college degree. For example, the wage gap is
based on differences in hourly wages between individuals of the same age with a college
and a high school diploma.? This poses advantages and disadvantages. On the one hand,
an advantage of this data is that it compares individuals who were subject to the same
influences on their decision to attend post-secondary education. On the other hand, a
potential disadvantage is that it ignores any possible difference in labour experience be-
tween people of the same age but with different educational attainment. To overcome
this possible threat is that, in the empirical specification, I account for systematic age
effects in the wage gap.

To assess the effect of city size on the college wage gap across the age profile I need
a time-consistent definition of city. In this project I use the 2013 Core Based Statisti-
cal Area (CBSA) definition of city. The CBSA definition involves taking one or more
counties (or equivalents) that are attached to an urban center, including all the adjacent
counties socioeconomically tied to that urban center by commuting routes. Using this
definition yields 917 cities in the United States. I use the CBSA definition instead of
other alternative definitions of cities, such as Commuting Zones, because it better suits
the comparisons across cities.

One challenge associated with the use of census data is that its geographic units rarely
line up with the CBSA definition. To assign individuals in each decennial census to a
CBSA T create a crosswalk between Public Use Microdata Area (PUMA) and CBSAs.
If a PUMA spans over multiple CBSAs, I create population allocation factors. There-
after, I interact these factors with the census weight. This means that some individuals
are counted multiple times in the data, but with overall weights that still add to their

contribution to the US population.

3For those years where the minimum wage changes during the year I use the minimum wage that was
in place in January 1st.

41 stacked individuals in groups of 5 years. For example, I treat all workers that are between 36 and
40 as if they have the same age.



3 Preliminary Data Patterns

The evolution of local labour markets over time has been different for young workers
compared to old workers. In this Section, I start by noting that the college wage premia
and the elasticity of wages with respect to city population increase differently over time
for workers at different stages of the work-cycle. Then, I turn my attention to the
geographical variation of the college wage gap and the relative college labour supply.
More populous cities have traditionally had larger college wage premia and a more college
intensive labour supply. Finally, I present evidence on how the decadal change in the
college wage gap evolved faster for more populous cities.

Table 1 broadly outlines the motivation for this paper. It shows that both the college
wage premium and the elasticity of hourly wages with respect to city size have evolved
differently over time for workers in different stages of the work cycle. The first three
columns show the average college wage premia for every decade since 1980. The last three
columns show the average wage elasticity with respect to the 1980’s city population. The
estimates use log hourly wages of full-time male workers who work more than 50 weeks in
a year as the dependent variable. All cells in the table correspond to a different regression
and are weighted by the census weight interacted with the labour supply.®

The college wage premia has increased in every decade since 1980. For workers across
all age groups the level of the college wage premia rose by 0.26 between 1980 and 2019.
The table also shows that the college wage premia rises over the work-cycle, as seen
by Card and Lemieux (2001).° However, the difference in the level of the college wage
premia across the work-cycle has shrank over time. The convergence in the college wage
premium across the age profile can be explained by workers in early stages of their career
who faced larger increases in the college wage premia. For example, between 1980 and
2019 the wage premia for young workers more than tripled whereas for old workers it
increased by 30%.

Initially dispersed across the work-cycle, the wage elasticity with respect to city size

51 define labour supply as the interaction between usual hours worked in a week and the total number
of weeks in a year (52). See Section 2 for more details.

6Despite the different data sources (Census and ACS vs. CPS) and definition of wages used (hourly
vs weekly wages), the estimates of the college wage premia in Table 1 follows closely those in Table 1
in Card and Lemieux (2001). For example, I estimate that for workers between 26 and 30 in 1980 the
college premia was 0.139 whereas Card and Lemieux estimate a premia of 0.111. For this same age group
in 1990 I estimate a premia of 0.307 while Card and Lemieux’s estimates is 0.331.

8



has converged across different age groups over time. The results for overall workers are
in line with the short time estimates of Duranton and Puga (2019) and indicate that
the city size wage premium increased from 1980 to 1990, but remained relatively stable
at 5% after the 2000s. The elasticity for older workers follows closely the evolution of
the elasticity for all workers. For younger workers the elasticity has converged to the
overall average: after the rapid increase between 1980 and 1990, the elasticity remained
stable at 4.7%. This hints that in recent decades larger cities have become relatively
more attractive for younger workers than in 1980.

The manner in which the college premium interacts with the city size wage premium is
a field economists have paid less attention to. Figure 1 highlights the positive relationship
that exists between the college-to-non-college wage gap and city size, regardless of the
worker’s stage in the work-cycle. This relationship is referred to as the college bias of
agglomeration externalities. The figure is constructed using average hourly wages for
college and non-college graduates in each of the 917 cities used in this paper. Each panel
is the predicted value of a kernel-weighted local polynomial smoothing of the college wage
gap on the (log) 1980 CBSA population.

Figure 1 reveals two important insights. Panel (a) shows that, while larger cities have
traditionally had a larger college wage gap, the level and slope of this city-size-college-
wage-gap relationship rose consistently in each decade. This pattern prevails in each stage
of the lifecycle, as shown in Panels (b) and (c). In 1980, for example, the overall college
wage gap in the most populated city was about 40% larger that the average college wage
gap in the least populated city. By 2019 this gap had increased to 75%.

Perhaps most strikingly, Figure 1 depicts that the change in the level and slope of the
city-size-college-wage-gap relationship increased faster for younger workers compared to
older ones. For example, in 1980 the average college wage gap in the most populated city
was roughly the same as the college wage gap in the city with the median population
regardless the age of the worker. By 2019 the ratio was more than 50% larger in the
largest city for young workers and less than 20% for old workers. These differing patterns
suggest that the college bias of agglomeration externalities evolved differently depending

on the age profile.”

"The most populated city is New York City. Half of the U.S. population lives in a city with a
population smaller than Orlando City.



The aforementioned patterns are not caused by a reduction in the relative supply
of college workers over time. Indeed, in the last fifty years the relative supply of college
workers has increased. Figure 2 shows that the level and slope of the relationship between
the relative college labour supply and city population has steadily increased with each
passing decade.® The three panels of Figure 2 show that more populous cities have a larger
relative labour supply of college workers. Panel (a) illustrates the urban gradient in the
relative labour supply of college workers despite their age and how it has increased over
time. This pattern is in line with previous studies such as Autor (2019), Costa and Kahn
(2000), Diamond (2016), Florida (2002), Glaeser and Mare (2001), and Moretti (2013).
Panel (b) shows that for young workers the gradient of this relationship has steepened
with time, specially in the last decade. Surprisingly, Panel (c) shows that the relative
supply of college workers in late stages of their careers peaked in 2010 and decreased
afterwards to roughly the same level as in 2000. These patterns suggests that college
graduates locate disproportionately in larger cities compared to high school graduates.

Table 2 quantifies the patterns shown in Figures 1 and 2. In other words, it evaluates
the changes in the relationship between the college wage gap or the relative college labour
supply and city size over time. The first three columns show the elasticity of the college
wage gap with respect to the 1980 city size, whereas the last three columns show the
elasticity between the relative labour supply of college workers and the 1980 city size. All
entries are weighted by the 1980 city population.

Table 2 shows that the elasticity of the college wage gap for all workers with respect
to city population has increased over time. After an initial decrease, the elasticity rises
steadily in each decade since 2000. Between 1980 and 2019 the level of the college wage
gap elasticity with respect to city size increased on average by 2.7 percentage points.

Historically more college intensive, more populous cities have also employ more college
workers with each passing decade. This result is referred to as the great divergence
(Moretti, 2012). Columns 4-6 of Table 2 show that the elasticity of the relative college
supply has increased over time. Larger cities consistently employ more skilled workers
and have become increasingly more college intensive with each passing decade.

More populous cities have also seen a larger decadal increase in the college wage gap

8The relative college labour supply of a city makes reference to the total hours worked in a year by
college graduates divided by the the total hours worked by high school graduates in a year.
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and in their relative college labour supply. Table 3 presents regressions of decadal changes
in the college wage gap or relative labour supply on city size and decadal dummies.
Mirroring Baum-Snow et al. (2018), these results are intended to capture the average
decadal change in the elasticities of the mentioned dependent variables with respect to
city size. The change in the elasticity of the college wage gap with respect to city size
significantly increased by 0.07 over each decade, regardless of the worker’s age.

Furthermore, Table 3 shows that more populated cities have larger growth in the
elasticity of the relative labour supply of college graduates. Thus, this change is not
homogeneous across age groups. Over each decade, the elasticity of the relative skilled
labour supply for young workers increased by 0.042. For old workers the same effect
was about 0.02. This pattern hints that young college graduates are disproportionately
relocating to larger cities.

The patterns presented in this section make a critical point: the increase of the urban
bias of agglomeration externalities over time is stronger for younger workers. In order
to interpret the pronounced increase of the college wage premia in the United States it
is necessary to understand why the rise in the agglomeration externalities across cities
differs across the workers’ work-cycle. The primary hypothesis advanced in this paper is
that over the last fifty years, the faster increase in the college wage gap experienced by
cities with larger population is due to a shift in the occupational structure of local labour

markets.

4 Theoretical Framework

In this section I develop the motivating model used in this paper and its relationship to

the estimating equation.

4.1 The Model

Patterns in the data discussed in Section 3 are consistent with the idea that agglomeration
externalities benefit college graduates, that this effect is not homogenous across workers
of different ages, that these effects have strengthen with time, and that bigger cities have

become relatively more skilled over each passing decade. To formalize these patterns I
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develop a model of city aggregate production with age-group specific labour supplies.
I build on Card and Lemieux’s (2001) and Baum-Snow et al.’s (2018) models of nested
constant elasticity of substitution production functions. The model relaxes the hypothesis
of perfect substitution and homogenous impact of agglomeration externalities across age
groups. A way of relaxing these assumptions is to assume that aggregate output depends
on two CES subaggregates of high-school and college labour that are impacted differently

by agglomeration externalities:

3=

Sct ZDgUSZItj (1)
J

and

Uy = Z De U7, (2)
J

=

where 7 is a function of the partial elasticity of substitution o4 between age groups j with

19

the same level of education (n =1 — -

D, is a measure of city population density.
The parameter ujgt reflects the agglomeration forces of educational group g € {s,u}. For
every age group j, college biased agglomeration externalities requires that pj, > uj.
Given that the college wage gap increases with city size, I expect this condition holds in
the data.

City ¢’s aggregate output function at time ¢ is a function of college and non-college

workers, and the technological efficiency parameters A.;, 6, and 6}

D=

Yor = Act (0755, + 0/U%) (3)

where p is a function of the elasticity of substitution op between the two educational
groups (p =1 — é) In this setting, the marginal product of labour for a given age-

education group depends on a national skill level shock, the agglomeration externalities

9Card and Lemieux (2001) also have time invariant relative efficiency parameters in the CES sub-
aggregates of high-school and college labour (Equations 1 and 2 of the paper). Since these parameters
don’t change with time they will not appear in the equation to estimate. Therefore, I don’t add them in
the model.
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it faces in city ¢, the groups own labour supply in city ¢, and the aggregate supply of
labour supply in its education category in city ¢. Then, the marginal product of a college

worker in city ¢ and age group j is:

Y
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= 0;VaS Sy "D S (4)
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where
19
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Similarly, the marginal product of a non-college worker in city ¢ and age group j is

Ve
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8Uctj t tYct c ( )

ctj

I will assume that labour markets are competitive.'® Therefore, for each age group
j the relative marginal product of workers of different skill groups equates the relative

wages. Hence, Equations 4 and 5 imply:
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Since we are interested in the heterogeneous evolution of agglomeration externalities

across different age groups in city ¢ I will totally differentiate Equation 6. This gives us

10This assumption may not be innocuous. There is evidence that larger cities have more competitive
labour markets (Azar et al., 2020). However, exploring the monopsony power of firms across cities is out
of the scope of this project.
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the central equation of the paper:!!

0° 1 Se R u
dlog(re;) = dlog <9u> - Edlog (U) + (d,uj — dpy;j Jlog (D.) (7)

(8 o) (22)

The derivation can be found in the Appendix Section C. Equation 7 incorporates all the

mechanisms that may drive a city’s change in wage inequality. In city ¢, the city wage
gap increases if (i) there is an increase in the relative technological efficiency parameters
that favours college workers, (ii) the overall relative supply of college workers in a city
decreases over time, (iii) the college bias of agglomeration externalities increases over
time, and (iv) workers of different age groups are imperfect substitutes (i.e. o4 < 00)
and the increase of the overall relative supply of college workers is higher than the increase
in the relative supply of skilled workers in age group j (i.e., group j is relatively scarce
compared to the city’s level).

Figure 2 shows that larger cities have seen an increase in the relative supply of skilled
workers and have also seen an increase of the college wage gap over time. Hence, Equation
7 suggests that college biased agglomeration externalities are a relevant factor to explain

the increase in the college wage gap over time.

4.2 Matching the Model to the Data.

The primary interest of this paper is to estimate the evolution of the college bias of
agglomeration externalities across age groups. In the model these parameters are captured
by (du§ —dp$)log(D.). These parameters change over time, age group, and city density.
I parametrize these effects as an interaction between a year dummy, an age group dumimy,
and city ¢’s 1980 population.'? The parameter dlog (g—z) varies across decade and it is
parametrized by a time fixed effect.'® The variables dlog (%) and dlog (%) come from

the data and correspond to the decennial change in the (log) ratio of total hours worked

1T will drop the t subscript. I will reintroduce them in the estimating equations.

12Rigure 1 suggests that the effect agglomeration externalities have on the college wage gap is approx-
imately linear. Consequently, all specifications use a linear measure of population density. The main
measure is (log) 1980 city population. As a robustness check I also use 1980 city density (population/area)
as an alternative measure. The results are robust to this alternative measure.

13Table 5, column 2 shows that the results are robust to the use of linear time trends as alternative
parametrization.

14



in city ¢ by college and non-college workers, and the ratio of total hours worked in city
¢ by college and non-college workers in age group j, respectively. I write the empirical

version of Equation 7 as:

Se
Aloy(rctj) = Z Z phr Popern+ 0 Alog (U t) (8)

heJ TeT s w 11
(dl"j 7dl“.7‘ ) oA op

Seti
+ v Alog (t]> + A Y e
~— Uctj ~—

-+ diog( 4z )

where Alog(rcj) correspond to the decadal change in the log college wage gap for age
group j in city ¢ and period ¢, and Pop.,, = 1(7 = t) x 1(h = j) X log(D.) captures
the heterogeneous impact agglomeration externalities have across age group and time.
J and T are the sets of ages and years used, respectively. A; and 1; are year and age
group fixed effect, and €.; is an approximation error. I include age group fixed effect to
control for systematic differences between college and high school workers of age j, such
as work experience. I include under each term its counterpart in Equation 7. The objects
of interest are the coefficients up,s. It is easy to relate the estimates § and v to the
elasticity of substitution between college and non-college workers, and between different
age groups. Specifically, the model predicts that § = (i — é) and v = — (é)

Taking Equation 8 directly to the data would result in biased estimates because the

relative supply of college and non-college labour is an equilibrium outcome. In other

words, Alog (iﬁ)’ Alog (ISJCZ ), and Alog(re;) are simultaneously determined making
a credible identification difficult. Therefore, identification of parameters requires exoge-
nous variation in changes in the relative supply of skill across cities.'* I will use past
immigrants’ enclaves and contemporaneous immigration shocks as source of exogenous

variation. The instruments are explained in the following section.

14 Another source of endogeneity would be a positive labour demand shock that attracts college workers
into a city disproportionately relative to non-college workers. A positive shock to college workers will
increase the unobserved component as well as the relative supply of college workers.
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4.3 Exogenous Variation in Local Labour Supply

I will follow Lewis (2011) and Baum-Snow et al. (2018) and use the location where
immigrants settled in 1970 to predict the immigrant’s relative labour supply for each
CBSA between 1980-2019. The prediction will be used as an instrument of the relative
supply of college and high-school graduates in each city. The idea behind the instrument
is that for reasons not related to the contemporaneous conditions of local labour market,
immigrants are more likely to settle in locations with a relatively larger population of
their country of origin. The change in the relative supply of immigrants impacts city ¢’s
labour supply without affecting the demand for labour.'®

The predicted quantity of college workers in city ¢ and time ¢ follows:

o
g M¢ 1970 g0
P 1970

o o
E Se1970 X Si
o

o
Mc‘1970
)
M1970

where is the share of the immigrant stock from country o living in city ¢ in 1970
regardless of skill level. This captures the idea of immigrant enclaves. Notice that the
shares are not skill specific. Also, the shares do not sum to 1 within a city. Sy is the
number of immigrants from country o with a college degree who settled anywhere in the

U.S. during the period of analysis. The immigrants’ inflows are skill specific.

The predicted quantity for non-college workers is analogous and follows:
U = 252,1970 x Uy
o
Similarly, the predicted quantities for workers in age group j are:

R . o o
Setj = E Se.1970 X S
o

15 An implicit assumption is that immigrants and native workers are not complements. If so, immigrants
arrival would increase the productivity of native workers, thus increasing the overall demand.
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and

- o o
Uetj = E Se.1970 X Uy

o

where SP; and Uy} are the number of new immigrants from country o and age group j
that arrived anywhere in the U.S. in period t.

The main equation of this paper looks at changes in the college wage gap over time.
To incorporate this into my instrument I take first differences in the predicted quantities

of immigrants relative labour supply. In particular, the predicted instrument follows:

Sctj
Uctj

Sctj
Uctj

—_—
Sctflj
Uct—lj

Aln( ) = In( ) —In( )

I check the predictive power of the instrument by estimating the relationship between
the growth in the predicted immigrant college labour supply in each city and the growth

in the college labour supply. In particular, I estimate:

Agln <5Ctj > =1+ @ + a1 Adn (3%) + asln ( Cl:;f > + azln(D.) + et (9)

cty ctj ct—1j

where A; denotes the difference between periods ¢ and ¢ — 1, and the superscript imm
indicates the immigrants’ relative labour supply in the last period. When looking at the
overall relative labour supply I drop the j subscript and the age group fixed effect wj.
Following Lewis (2011) and Baum-Snow et al. (2018), I include lagged relative supply
of college immigrants to remove any potential correlation between period ¢ — 1 relative
immigrant labour supply and changes in the contemporaneous college labour supply.
This also controls for Jaeger et al.’s (2018) critique that local labour markets take time
to adjust to long term labour supply shocks.

Table 4 shows the results of Equation 9. It suggests that the predicted relative im-
migrant labour supply is a strong predictor of the relative labour supply. These results
indicate most of the identifying variation comes from labour supply shocks to each age

group. Each column of the table corresponds to a different regression of the change in
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the (log) relative supply of college workers in the predicted number of immigrant college
labour supply. All the regressions are weighted by the 1980 CBSA population and clus-
tered by CBSA. A 10 percent increase in the predicted immigrant college labour supply
leads to an estimated 7 percent increase in relative skilled workers for an specific age
group, and to a 0.97 percent increase in the overall relative college labour supply.

The identification assumption of the instruments is that contemporaneous shocks to
productivity experienced by each CBSA are independent of the shocks in 1970 that drew
immigrants to each CBSA, conditional on city size, age, and year. This assumption is
equivalent to Goldsmith-Pinkham et al.’s (2020) interpretation of the exogeneity of the
shares. The instruments would not meet the assumption if, for example, college educated
immigrants in 1970 chose in which CBSA to settle because they anticipate a change in
the growth of the college wage gap.

One of the recent critiques of immigrants enclaves’ instruments is that it conflates
the short and long term effect of the immigrants shock on the relative supply of workers
(Jaeger et al., 2018). If local labour markets takes time to adjust to demand shocks, then
the error term in equation 8 would also include lagged shocks that reflect the ongoing
general equilibrium adjustment of past immigration supply shocks. Although I cannot
rule out this as a possible concern, three reasons make me think this is not a threat to the
paper’s results. First, the use I give to this instrument differs from the traditional use. I
use it because immigrant’s migrations impacts the total relative labour supply in a city,
whereas traditionally it has been used to estimate the change in the specific immigrant
relative labour supply. In other words, I use it to instrument the overall relative labour
supply for each age group instead of the relative labour supply of immigrants. Second,
the shares come from ten years before my sample. Jaeger et al. (2018) argue that with low
frequency data, as it is the decennial census, the adjustment bias is smaller. The authors
implicitly supports the idea that after two decades the adjustment bias is negligible.!®
Hence, the adjustment bias created by the use of 1970’s shares should be negligible.
Finally, I include the relative labour supply at the beginning of each period in order
to address the concerns this paper points out. This inclusion doesn’t change the point
estimates nor the fit of the model.

A possible concern with the instrument is that natives and immigrants can move

16They do this by only using one lagged variable while using decennial census.

18



between cities in response to new immigrant influx (Borjas, 2003). Selective out-migration
of incumbent workers can undone the increase in the labour supply of the immigrants
influx, weakening the predictive power of the instrument. However, Card (2001) and Card
and DiNardo (2000) find no evidence of native out-migration as a response of immigrant
inflow. In any case, the out-migration of incumbent workers would attenuate the first
stage but would not be a problem for the identification. Table 4 shows that the instrument
is a strong predictor of the changes in the relative supply of college workers.

A second possible issue with the use of the predicted immigrant stock is that immigrant
labour force couldn’t be a perfect substitute of native labour force as it is shown in Card
(2009); Ottaviano and Peri (2012); Dustmann et al. (2012), and Manacorda et al. (2006).
This concern doesn’t pose a threat to identification unless the labour supply of native
college workers is unrelated to immigrant inflows and vice versa. In other words, if college
immigrants were a better substitute of non-college natives, and vice versa. However,
Borjas et al. (2008) argue that some of these lack of substitutability hinge on the way
the sample of working individuals is constructed. Since the growth in the predicted
immigrant labour supply is a strong predictor of the growth of the labour supply, I'm not
too concerned that the different degrees of substitutability have much influence on the

results.

5 Results

The objective of this paper is to document the heterogeneous effect city population has
on the college wage gap across the work-cycle. This section presents the estimates of
agglomeration externalities in the college wage gap for workers of different age. I find
that more populous places have a larger college wage gap, but this effect is not distributed
homogeneously across the work-cycle. Young workers have face a larger increase in the
college bias of agglomeration externalities over time. In addition, the specification used
also allows me to recover the elasticity of substitution between workers of different age
groups and between workers of different educational attainment. I estimate an elasticity
of substitution between workers of different age groups in line with the labour literature.
The estimated elasticity of substitution between college and high school workers, however,

is larger than the usual estimates in the literature.
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Table 5 report the IV estimates of the elasticity of substitution between college and
non-college workers and the elasticity of substitution between different age groups. Col-
umn 1 includes year and age group fixed effect but it doesn’t control for the lagged relative
supply of college immigrants discussed in Section 4.3, whereas Columns 2-4 include this
variable. Column 2 is estimated using a linear time trend instead of time fixed effect
in addition to an age group fixed effect. Column 3 is estimated using only a time fixed
effect. Column 4, the preferred specification, includes time and age group fixed effect.
For every specification the first stage F-statistic is well above 10, the usual rule of thumb.
The first stage of the preferred specification can be found in Table A.3.

I find that an increase in the relative supply of college workers decreases the college
wage gap — as expected in a supply and demand model. The results in Table 5 suggest that
an exogenous increase in the relative supply of college workers of age group j leads to a
statistically significant decrease in the age-group college wage gap in all the specifications.
The decreases range between -0.219 and -0.233. Holding the agglomeration externalities
and composition constant, a 10% decadal increase in the relative supply of college workers
in age group j is associated with an average decadal decrease in the college wage gap of
2.2%.

Results for the the overall relative supply of college workers are not statistically dif-
ferent from zero. All of them are negative, suggesting that an increase in the relative
supply of college workers impacts all age groups. However, under none specification the
estimate is statistically significant. This favours the hypothesis that workers are not per-
fect substitutes across the age profile. Once accounted for the age-group specific relative
supply of college workers, the impact workers of different age have on age group j’s wage
gap is statistically indistinguishable from zero. Also, the inclusion of the lagged relative
supply of college immigrants doesn’t change the point estimates of the relative supply of
college workers, and the estimate of this variable is not statistically different from zero
in any specification.

I can recover the elasticity of substitution between different age groups (o4), and
between college and non-college workers (og) from Equation 8. The estimates imply an
elasticity of substitution between different age groups in the range of 4.2 and 4.6. These

results are in line with the results in Card and Lemieux (2001), who find that the elasticity
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of substitution across age groups ranges from 4 to 6. This result back up the assumption
of imperfect substitution between workers of different age groups (i.e. o4 = 00).

The results in Table 5 imply an elasticity of substitution between college and non-
college workers of 3.65. The 95% confidence interval locates this coefficient between 1.7
and 5.6. The labour evidence suggests that this elasticity ranges from 1.2 to 2 (Katz
and Murphy, 1992; Card and Lemieux, 2001; Bound and Johnson, 1992; Ciccone and
Peri, 2005). The estimates I find double the results of previous studies. However, most
of the existing literature uses data prior to 2000. Baum-Snow et al. (2018) find that
the elasticity of substitution rises with each passing decade.!” Consequently, the larger
estimates I find are the result of using two extra decades to the usual years used in the
labour literature.

Table 6 presents the main results of the paper. The entries in Table 6 provide a variety
of information about the evolution of the college bias of agglomeration externalities.
Comparisons down a column of the table show the changes over time in college bias
agglomeration externalities for specific age groups. Comparisons across rows reveal the
age profile of the college bias agglomeration externalities in each decade. These estimates
come from the specification used in Table 5, column 4. The estimates for the other
specifications can be found in Tables A.4, A.5, and A.6. The results for the alternative
specifications are very similar to the results in Table 6.

Consistent with Figure 1, T estimate that the college bias of agglomeration externalities
is positive for all age groups and decades. The results are statistically different from zero
for almost every age group-decade. The only non-significant estimates are those for 45-50,
51-55, and 56-60 years old workers in 1990. Holding the relative supply and composition
constant, the increase in the wage gap for workers between 26 and 30 located in the city
with the largest population would be 3.7% and 7.1% larger than the median city in 1980
and 2019, respectively. For workers between 56 and 60 this same effect would be 2.4%
and 3.4% larger.

One advantage of the econometric design used is that I can empirically test the as-

17T also replicated the results in Table 5, column 4 of Baum-Snow et al. (2018). Although I'm using a
different definition of city, a different sample of workers (I use full-time full-year male workers whereas
they use all male workers), and an extra decade, my estimate of the elasticity of substitution between
college and non-college workers is similar to theirs (3.3 vs 2.3). In addition, the estimates of the other
variables have the same sign and magnitude.
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sumptions made in the theoretical model. Specifically, I can test if the college bias of
agglomeration externalities differs across the age profile and if this effect changes with
time. The last column in Table 6 shows the p-values of the joint test that in a given
decade all age groups’ coefficients are the same. In each decade we can reject the null
hypothesis of constant effect across the age profile. This hints that the benefits of cities
are not shared equally across different age groups. Interestingly, the largest increase in
the benefit of agglomeration externalities is in workers younger than 40 years old. This
results could explain the urbanization of younger cohorts that the U.S has seen in the
last decades.

I also test the assumption that agglomeration externalities have changed over time.
The last row in Table 6 shows the p-values of the joint test that the effect for each age
group is constant between decades. For each age group we can reject the null hypothesis
that the effect is constant across decades. However, for the youngest and oldest workers
the statistical significance of the test is 5%. For the other age groups the results are

different at the 1% level.

6 Robustness

In this section I perform a battery of robustness exercises to the results in Section 5.

6.1 Sorting

One key concern in this paper is the issue of sorting. In particular, changes in unobserved
characteristics of workers in a city over decades may be correlated with the population of
that place. For example, if in each passing decade there is an increase in the amount of
college workers with high unobserved abilities that move to larger cities. In this section
I present evidence that sorting is not driving the results of the paper. There is no direct
test for sorting on unobserved characteristics without panel data. However, I provide two
indirect tests for this concern.

First, in Table A.7 I re-estimate Table 6 using the subsample of workers who are
located in their birth state. This test rules out the possibility of sorting between states.

The results support the evidence that the college bias of agglomeration externalities is
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larger for workers in early stages of their career and that it increases over time. The
estimates for 1990 are not statistically different from zero. Noteworthily, the statistically
significant estimates are smaller in magnitude for all ages and years. This hints that the
sorting of college graduates partly explain the increase in the college bias of agglomeration
externalities across the age profile. Interestingly, for workers over 50 years old in 2019 the
coefficients of this sample lie within one standard deviation from the original estimates,
suggesting that sorting is stronger in younger cohorts. However, the overall take away of
Section 5 remains unchanged: college bias of agglomeration externalities has a different
impacts on workers across the work-cycle, and this effect has increased over each decade.

The second indirect test is to see how the predicted error term of a mincer equation
varies with city population. If sorting is true, then larger cities should have workers
with a higher unobserved component of the wage. Figure B.2 plots the binscatter plot
of the error of a regression of (log) hourly wage on educational attainment, age, city,
decade, country of origin, race, and industry dummies. Notice that the level of the
predicted error is very small. Scaled by a factor of 100,000,000 the plot shows that the
predicted unobserved component increases with population. I don’t consider this a threat
to results of the paper because of the scale of the results. Although there is a clear positive
relationship, the scale needs to be multiplied by 100 million in order to see the pattern
arise. Furthermore, even after the re-scale the level of the relationship is very close to

Zero.

6.2 Calibrating the Elasticities of Substitution.

The main purpose of this paper is to estimate the change in the college bias of agglom-
eration externalities across the age profile over time. These estimates comes from a
regression that includes the ratio of college to non-college workers which are simultane-
ously determined with the college wage gap. To overcome this threat, in Section 5 I use
the exogenous variation in labour supply that arises from immigrants’ enclaves. An alter-
native approach to deal with the endogeneity is to calibrate o4 and og to match values
previously found in the labour literature. In this section I will use the later approach. To
check if the results are sensible to calibrated parameters, I run 4 different specifications.

I calibrate the elasticity of substitution between different age groups (o) to equal 4.5
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and 5.5. The elasticity of substitution between workers with and without a college degree
(op) is calibrated to 1.4 and 1.7. Both calibrated elasticities correspond to values the
literature has found to be in the middle of the range.'®

Tables A.8, A.9, A.10, and A.11 present the results for the constrained estimation.
The main difference is that the results are between 1.5 and 3 times larger than those
in Section 5. However, these tables support the main take away of the paper: city size
impacts the college wage gap differently across the age profile. Workers under 40 years
old present a larger city size gradient. Moreover, the effect increase over time. Overall, I
interpret the evidence in this Section as broadly supporting the notion that the college
bias of agglomeration externalities impacts differently the college wage gap across age

groups and that it changes over time.

6.3 Efficiency Units.

The results in Section 5 cannot disentangle the effect of changes in the price of observed
characteristics from changes in the composition of the workforce within college and non-
college workers. Although both effects are associated with agglomeration externalities,
unraveling the weight of each force sheds lights on the nature of the change in city size
gradient of the college wage gap. Thus, I construct efficiency units to control for the
composition effect.

To construct the number of efficiency units each worker contributes I follow Baum-
Snow et al. (2018). I separately regress the log hourly wage in 1980 on age, race, industry,
country of birth, and CBSA dummies for workers with and without a college degree. I
interpret the coefficients of these two regressions as the productivity-price of each observ-
able characteristic in 1980. I then use the coefficients of these two regressions to predict
the wage of each worker for the decades after 1980. To predict the number of labour
efficiency units associated with each worker if they worked in a reference CBSA I interact
the hours worked by each worker by its predicted (exp) hourly wage. I adjust the new
efficiency units labour supply to match the first moment of the original labour supply
distribution. I use the coefficients of the 1980 sample for later years to avoid the issue of

endogenous changes in prices and composition. Finally, I aggregate the new microdata

181 took the range of o4 from the estimates in Card and Lemieux (2001). The value of o comes from
Card and Lemieux (2001); Katz and Murphy (1992), and Ciccone and Peri (2005).
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to match the data used in the paper.

Table A.12 presents the estimates using efficiency units. As expected, the coefficients
are smaller in magnitude. Interestingly, the coefficients for the year 1990 are not statis-
tically different from zero. This suggests that the results in Table 6 arise from changes
in the composition of the workforce in each city. For the rest of the years in the sample
the estimates are positive and increasing across decades. As in the previous section, the
coefficients are stable up to the 41-45 years age group and then decreases with age. We
can also reject the null that neither the effect is homogeneous across years nor across the
age profile. Overall, the evidence in this subsection supports the notion that the college
bias of agglomeration externalities impacts the college wage gap across age group and it

changes over time after controlling for compositional shifts.

6.4 Big Cities.

A possible concern in Table 5 and 6 is that the estimates of the average college wage
gap for each age group in a city is driven by outliers. To estimate the college wage gap
for each city in every decade I need a large number of workers in each city, age group,
and educational group. This is a very demanding condition for the data, specially for
small cities. To indirectly control for this concern I weight the average college wage gap
by the 1980 CBSA population. Therefore, those potentially biased estimates of the wage
gap ‘weight less’ in the total estimation. To directly test if the results of the paper are
potentially biased by those observations, I run Equation 8 using cities with a relatively
large population. More specific, Table A.13 presents the estimates using the subsample
of cities that had a 1980 population larger than 25,000, 50,000, 75,000, and 100,000. The
results resemble those in Table 5, with slightly lower estimates of 0 4 and og. For example,
the estimates for the elasticity of substitution between different age groups ranges from
4.35 to 4.6.

The estimates for the change in the college bias of agglomeration externalities are
presented in Tables A.14 - A.17. For each one of the four specifications the results are
virtually unaltered: all the estimates are slightly higher but lie within one standard
deviation from those in Table 6. In each specification I can reject the hypothesis that the

effect city size has on the college wage gap is homogeneous across age groups. However,
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for those workers who were between 26-30, 31-35, and 51-55 in cities with a population
bigger than 75,000, I cannot reject the null hypothesis that the effect varies across decades.
These estimates imply that the estimates found in Section 5 are not driven by outliers in

the data.

7 Occupational Shift

In this section I show that the divergent shift from highly routinary tasks is the cause of
the heterogeneous evolution of the college bias of agglomeration externalities across the
work-cycle. Firstly, I show that the urban gradient of wages and its evolution over time
differs amid educational groups. Figure 3 shows that the level and slope of the relationship
between average wage and city population for college graduates has increased with each
passing decade. College workers in all age groups have faced roughly the same evolution
of the wages-city-population relationship. Instead, for high school the same relationship
has decreased in level and slope over time. These patterns suggest that the increase in
the urban gradient and level of the college wage gap, shown in Figure 1, is due to both
the improvement for college graduates and the deterioration for high school graduates’
urban wages.

Figure 3 reveals that the urban gradient of high school graduates’ wages at different
stages of the work-cycle diverged over time. For workers with just a high school diploma
that were between 26-30 in 1980 there is a clear positive relationship between city popu-
lation and wages. In 2019, not only the average wage in all cities was considerably lower,
but also the relationship between city population and wages was flat. Conversely, in each
decade since 1980 workers in later stages of their careers have a clear positive relation-
ship between wages and city population. They also faced a smaller decrease in the wage
level with each passing decade. This suggests that agglomeration externalities are also
experience biased. However, studying the interaction of experience and city population
is outside the scope of this paper.

Secondly, I show that the aforementioned differences in the wage evolution are ex-
plained by a shift in the structure of the tasks performed by workers at different stages
of their work-cycle. Figures 4 and 5 illustrate the employment share of each educational-

age group in occupations with high and low routinary task index (RTI) scores. I use
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the RTT definition constructed by Autor and Dorn (2013) because it maps each occupa-
tion’s manual, abstract, and routine inputs into one comparable index. An occupation
is catalogued as highly routinary if its RTI score belongs to the top tercile of the RTT
distribution. Conversely, low routinary occupations are those whose RTI score belongs
to the bottom tercile of the RTT distribution.

Additionally, Figures 4 and 5 reveal three new insights. First, they show that em-
ployment shares are not population neutral. The U.S. labour force has traditionally been
more intensive in low RTT jobs but the city population gradient of this share is negative.
However, for college workers this relationship flattens with each passing decade regardless
of their stage in the work-cycle. In contrast, the relationship between the employment
share in highly routinary jobs and city population is positive. For example, in 2019 the
share of high school workers in highly routinary jobs was 8 percentage points larger in
the city with the largest population compared to the city with the smallest population.
By contrast, the most populated city’s employment share in low routine jobs is 4 percent-
age points smaller than the same share in the city with the smallest population. These
patterns differ from the results of Autor (2019) who shows that the urban gradient in
the employment share of highly skilled occupations is positive.2’ The difference arises
because of the panel of occupations used. For example, Autor (2019) leaves out all non-
farm occupations which have a very low RTI score and are usually performed in places
with smaller population.

Second, workers in early stages of their career experienced different shifts in their
occupational structure depending on their educational attainment. On the one hand,
those with a college degree increased their employment share in jobs with a low RTT score
over time. The increase fully absorbed the simultaneous decrease in highly routinary
employment. In 2019 the average employment share in low routinary jobs is roughly
ten percentage points larger than in 1980. During the same period, the employment in
highly routinary jobs decreased 5 percentage points. On the other hand, the occupational
structure for those with a high school diploma remained virtually unaltered.

Regardless of their educational attainment, workers in later stages of their work-cycle

19 Autor and Dorn (2013) calculate the RTT score as RTT = In(R) — In(M) — In(A), where R, M, and
A are, respectively, the routine, manual, and abstract task inputs in each occupation in 1980.

20 Autor (2019) uses Autor and Dorn’s (2013) definition of skill occupations. They catalogue a job as
highly skilled if it was in the top tercile in the hourly wage distribution in 1980.
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have shifted away from highly routinary jobs over time. The average employment share
in jobs with a high RTT score was 23% in 1980, decreasing to 16% in 2019. However, the
change in the occupational structure differs across places with different populations. In
1980 the fraction of high school workers performing highly routinary jobs was 13 percent-
age points higher in the most versus the least populated CBSA. In 2019 this difference
was 8 percentage points. Conversely, workers with a college degree have historically had
a lower fraction of employment in highly routinary jobs and a flattened urban gradient.

For old workers, the decrease in jobs with a high RTT score was fully absorbed by a
simultaneous increase in low RTI employment. Both educational groups’ increase fully
absorbed the employment decrease in highly routinary jobs. Panels (e) and (f) of Figure
5 also show that the shift in the urban occupational structure differs between college
and high school workers. In 1980 the fraction of college workers in a low RTI job was
5 percentage points lower in the most versus the least populated CBSA. In 2019 both
fractions were roughly the same. For high school workers this gradient has changed little
over time. From 1980 to 2019, the employment share in low RTT jobs was consistently 7
percentage points lower in the most versus the least populated city.

Overall, Figures 4 and 5 show that, through its effect on wages, the change in the
occupational composition across age groups and cities explains the increase in both the
level of the college wage gap and the gradient with respect to city size. These figures
show that workers in early stages of their career saw college workers shift from low-paying-
highly-routinary jobs to high-paying-low-routinary jobs, while high school graduates’ oc-
cupational composition remained essentially unchanged over time. Also, workers in later
stages of their career increased their share in high-paying-low-routinary jobs despite their
educational attainment. However, the negative relationship between population size and
the fraction of college workers performing low RTI jobs has eroded over time, causing an

increase in the urban premia.

8 Conclusions

This paper argues that the rise in the U.S. spatial wage inequality over the last five
decades has been driven by an increase in the college bias of agglomeration externalities for

young workers. Using decennial population census and 5 years ACS, I estimate a flexible
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production function at the city level that allowed for imperfect substitution between
workers of different ages and educational attainment. From the model I derive a simple
equation linking changes in the college wage gap of an age group to the agglomeration
externalities those workers experience. The parameters are then recovered using the
exogenous variation in immigrants enclaves in 1970, a decade before the beginning of my
database.

The results indicate that changes in the college bias of agglomeration externalities for
young workers have been central to the increase in the wage inequality across local labours
markets. The increase in the college wage gap for young workers located in the city with
the largest population is 3.7% and 7.1% larger than the median city in 1980 and 2019,
respectively. For old workers the same effect is 2.4% and 3.4% larger. City size accounts
for about one third of the increase in wage inequality in the U.S. since 1980 (Baum-Snow
and Pavan, 2013), so an important fraction of this effect can be traced back to increases
in the college bias of agglomeration externalities through the work-cycle. My results also
suggest that the college bias of agglomeration externalities through the work-cycle have
increased because of shifts in the occupational structure. Younger workers with a high
school diploma are trapped in low-paying highly-routinary jobs, whereas older workers

with the same educational level have shifted away to less routinary jobs.

29



9 Figures
Figure 1: College to HS Graduates Wage Gap and City Size
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Note: Full-time full-year men workers. Panel (a) presents the wage gap between college and
high school graduates and its evolution with city size for the years 1980, 1990, 2000, 2010, and
2019. Panel (b) presents the same information but for the group of people that are between 26
and 30 years old at the moment of the census. Panel (c¢) does the same exercise for the group
of people between 56 and 60 years old. The figures are in 2010 dollars. All values are smoothed
using an Epanechnikov kernel.
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Figure 2: College to HS Relative Supply and City Size
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Note: Full-time full-year men workers. Panel (a) presents the ratio of hours worked in a year
between college and high school graduates and its evolution with city size for the years 1980,
1990, 2000, 2010, and 2019. Panel (b) presents the same information but for the group of people
that are between 26 and 30 years old at the moment of the census. Panel (¢) does the same
exercise for the group of people between 56 and 60 years old. All values are smoothed using an
Epanechnikov kernel.
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Note: Full-time full-year men workers. The left column presents the relationship between the
average wage for college graduates and city size for all workers, those who were between 26-
30, and those between 56-60. The right column presents the same information for high school
graduates. The figures are in 2010 dollars. All values are smoothed using an Epanechnikov

Figure 3: College and High School Graduates Wages and City Size
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Figure 4: Share of Workers in High Routine Jobs and City Size
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Note: Full-time full-year men workers. The left column presents the relationship between the
share of college workers performing highly routinely tasks and city size for all workers, those who
were between 26-30, and those between 56-60. The right column presents the same information
for high school graduates. For this figure I use the Routine Task Index (RTI) constructed by
Autor and Dorn (2013). High routinary jobs are those who belong to the top tercile of the RTI
distribution. All values are smoothed using an Epanechnikov kernel.
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Figure 5: Share of Workers in Low Routine Jobs and City Size
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Note: Full-time full-year men workers. The left column presents the relationship between the
share of college workers performing low routinary tasks and city size for all workers, those who
were between 26-30, and those between 56-60. The right column presents the same information
for high school graduates. For this figure I use the Routine Task Index (RTI) constructed by
Autor and Dorn (2013). Low routinary jobs are those who belong to the bottom tercile of the
RTI distribution. All values are smoothed using an Epanechnikov kernel.
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10 Tables

Table 1: Patterns in log Wage Premia by Education, Age, and Location.

Elasticity of Wages
College Wage Premium wrt 1980 City Population

All Young Old All Young Old
1980 0.270* 0.139* 0.396* 0.044*  0.031*  0.048*
1990 0.377*  0.307*  0.442* 0.059*  0.058*  0.065*
2000 0.414* 0.356* 0.418* 0.051*  0.048* 0.051*
2010 0.493* 0.405*  0.465* 0.051*  0.043* 0.052?
2019 0.529*  0.435*  0.529* 0.052*  0.047* 0.053*

Note: All the coefficients belong to a different regression. ® indicates

the coef. is significant at the 1%, ® at the 5%, and © at the 10%.
Young refers to workers who are between 26-30 whereas old to those
between 56-60. The first three columns correspond to a regression of
(log) hourly wage and skill dummy. The definition of skill is college
degree of more. The last three columns correspond to a regression
of (log) hourly wage and 1980 city population. See Table A.1l for
the table with standard errors. Calculations include census weights
interacted with the labour supply for full-time full-year workers.
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Table 2: Elasticities of College Wage Gap and Relative Factor Intensities wrt City Size.

In(w®/w" ) In(S/U)
All' Young Old All Young Old
1980 0.016* 0.014* 0.008* 0.109* 0.117* 0.118*
1990 0.009* 0.012% 0.006* 0.155* 0.225* 0.149*
2000 0.015* 0.033* 0.004* 0.179* 0.252* 0.148*
2010 0.033* 0.044* 0.025* 0.195* 0.254* 0.144*
2019 0.043* 0.048* 0.030* 0.224* 0.292* 0.209*

Note: All the coefficients belong to a different regres-
sion. ® indicates the coef. is significant at the 1%, °
at the 5%, and ¢ at the 10%. The first three columns
show the effect city size has on the (log) ratio between
average wage for college and non-college workers. The
last three columns show the effect city size has on the
(log) ratio between total hours worked by college and
non-college workers. The definition of skill is college de-
gree of more. See Table A.2 for the table with standard
errors. Regressions are weighted by 1980 city popula-
tion.
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Table 4: Supply Shock Regression by Education.

A In(S/U)
Age Al
0.699*  0.097?
(0.036) ( 0.032)
0.089*  0.659*
(0.008) (0.039)
-0.372% -0.175%

A Predicted In(S/U)

In(1980 City Population)

In(S/U),_

n(3/U)i-1 (10.030) ( 0.013)
Observations 25,672 3,668
R? 0.364  0.111

Note: * indicates the coef. is significant at the
1%, ® at the 5%, and ¢ at the 10%. The defi-
nition of skill is college degree of more. All re-
gression controlled for year fixed effects. First
column also controls for age group fixed effect.
Regressions are weighted by 1980 city popula-
tion.
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Table 5: TV Regression Results.

Dep. var.: City-age Wage Gap

(1) (2) (3) (4)

AIOg( s ) -0.030 -0.028 -0.057 -0.045
(0.093) (0.113) (0.097) ( 0.098)
Alog(%) -0.230* -0.234* -0.218* -0.229°
(10.042) (0.044) (0.041) (0.043)
1og(3§§ﬁ) 0.003  0.003  0.003
(0.003) (0.003) ( 0.003)
Implied o 4 4.348%  4.282° 4.597%  4.363°
(0.803) (0.815) (0.862) ( 0.810)

Implied o 3.844% 3.821* 3.648* 3.648"

(1.007) (1.243) ( 0.998) ( 0.998)

Time FE Yes No Yes Yes
Age FE Yes Yes No Yes
Time Trend No Yes No No
Observations 25,672 25,560 25,560 25,560

First-Stage F-statistic 27.438 33.671 27.937 27.220

Note: @ indicates the coef. is significant at the 1%, ® at the
5%, and ¢ at the 10%. Each column presents the IV estimates
of Equation (8). Shift-share instruments are used for the
change in the log supply of skilled to unskilled workers. More
information can be found in Section 4.3. Regressions are
weighted by 1980 city population and standard errors are
clustered at the CBSA level.
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Table 6: Agglomeration Externalities by Age Group and Year.

Age Range Age

26-30 31-35 36-40 41-45 46-50 51-55 56-60  p-val

1990 0.012>  0.010°  0.010° 0.010 0.005 0.004 0.008 0.000
(0.006) (0.006) (0.006) (0.006) (0.006) (0.007) (0.006)

2000 0.019*  0.018*  0.011*  0.007>  0.008*  0.011*  0.008* 0.000
(0.002) (0.002) (0.003) (0.004) (0.003) (0.003) (0.003)

2010 0.025*  0.028*  0.027*  0.023*  0.017*  0.016*  0.021* 0.000
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

2019 0.023*  0.023*  0.020*  0.020* 0.019* 0.016*  0.011* 0.000
(0.003) (0.002) (0.003) (0.003) (0.003) (0.004) (0.003)
;{i:l 0.017 0.006 0.000 0.000 0.000 0.005 0.013

Note:  indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table 5, Column 4. The last column presents the p-value
that comes from testing for each decade if the effect between age groups is constant.
The last row presents the p-values that comes from testing if for every age group the
effect is constant across decades.
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A Tables Appendix

A.1 DMotivational Patterns

Table A.1: Patterns in log Wage Premia by Education, Age, and Location.

Elasticity of Wages
College Wage Premium wrt 1980 City Population
All Young  Old All Young  Old
1980 0.270*  0.139*  0.396* 0.044>  0.031*  0.048*
(0.001) (0.001) (0.002) ( 0.000) (0.000) (0.000)
1990 0.377*  0.307*  0.442* 0.059*  0.058*  0.065%
(0.001) (0.001) (0.002) ( 0.000) (0.000) (0.001)
2000 0.414*  0.356*  0.418* 0.051*  0.048*  0.051*
(0.000) (0.001) (0.002) ( 0.000) (0.000) (0.000)
2010 0.493*  0.405*  0.465* 0.051*  0.043*  0.052*
(0.000) (0.001) (0.001) ( 0.000) (0.000) (0.000)
2019 0.529*  0.435*  0.529* 0.052*  0.047*  0.053*
(0.000) (0.001) (0.001) ( 0.000) (0.000) (0.000)

Note: All the coefficients belong to a different regression. ¢ indicates
the coef. is significant at the 1%, ® at the 5%, and ¢ at the 10%.
Young refers to workers who are between 26-30 whereas old to those
between 56-60. The first three columns correspond to a regression of
(log) hourly wage and skill dummy. The definition of skill is college
degree of more. The last three columns correspond to a regression
of (log) hourly wage and 1980 city population. Calculations include
census weights interacted with the labour supply for full-time full-year
workers.
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Table A.2: Elasticities of College Wage Gap and Relative Factor Intensities wrt City Size.

w® Jw" S/U
All Young  Old All Young  Old
1980 0.016* 0.014* 0.008*  0.109* 0.117* 0.118*
(0.001) (0.002) (0.003) (0.005) (0.005) (0.008)
1990  0.009* 0.012* 0.006*  0.155* 0.225* 0.149*
(10.001) (0.002) (0.003) (0.005) (0.006) (0.008)
2000  0.015* 0.033* 0.004*  0.179* 0.252* 0.148*
(0.001) (0.002) (0.002) (0.005) (0.007) (0.007)
2010  0.033* 0.044* 0.025% 0.195*  0.254* 0.144*
(10.001) (0.002) (0.002) (0.005) (0.008) (0.006)
2019  0.043* 0.048* 0.030*  0.224* 0.292* 0.209*
(0.001) (0.002) (0.002) (0.006) (0.008) (0.007)

Note: All the coefficients belong to a different regression. ¢

indicates the coef. is significant at the 1%,  at the 5%, and ¢ at
the 10%. The first three columns show the effect city size has on
the (log) ratio between average wage for college and non-college
workers. The last three columns show the effect city size has
on the (log) ratio between total hours worked by college and
non-college workers. The definition of skill is college degree of
more.Regressions are weighted by 1980 city population.

A.2 Main Results

In this section I present the fist stage estimates for the preferred specification and the
estimates for the college bias agglomeration externalities for the specification 1-3 in Table

5.
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Table A.3: First Stage

An(S/U) Aln(S;/U; )

. 0.191*

A In(S/U) (0.047)
. 0.056*

A ln(S/U)j (0.016)
0.000

In(S/U)— ( 0.005)
Observations 25,560
R? 0.181

F test excl. instr. 19.312

-0.155°
(10.069)
0.4312
(0.065)
0.002
(10.005)

25,560
0.367
32.014

Note: @ indicates the coef.

is significant at

the 1%, b at the 5%, and © at the 10%. All re-
gression control for year and age fixed effects.
Also, they control for the effect of agglomera-
tion externalities across age groups and years.
Regressions are weighted by 1980 city popula-

tion.
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Table A.4: Agglomeration Externalities by Age Group and Year.
No previous immigration.

Age Range Age

26-30  31-35  36-40 4145 4650  51-55  56-60  p-val

1990 001" 0009  0.009 0009 0004  0.003 0007 o
(0.006) (0.006) (0.006) (0.006) (0.006) (0.007) (0.006)

2000 0.019° 0018  0.011°  0.007°  0.008* 0.011° 0.008*
(0.002) (0.002) (0.003) (0.003) (0.003) (0.003) (0.003)

2010 0025° 0.028 0027 0.023°  0017°  0.016°  0.02° o
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)

2019 0.023  0023° 0019 0020° 009" 0016 001°
(0.003) (0.002) (0.003) (0.003) (0.003) (0.004) (0.003)
;(_ej; 0.008  0.003  0.000  0.000  0.000 0002  0.010

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table 5, Column 1. The last column presents the p-value
that comes from testing for each decade if the effect between age groups is constant.
The last row presents the p-values that comes from testing if for every age group the
effect is constant across decades.
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Table A.5: Agglomeration Externalities by Age Group and Year.
Linear Time Trend.

Age Range Age

26-30  31-35  36-40  41-45  46-50  51-55  56-60  p-val

1990 0.013>  0.011>  0.011>  0.010°  0.006 0.005 0.009 0.000
(0.005) (0.005) (0.005) (0.006) (0.006) (0.006) (0.005)

2000  0.018*  0.017*  0.010°  0.006  0.007¢  0.010*  0.007¢ 0.000
(0.003) (0.003) (0.004) (0.005) (0.004) (0.004) (0.004)

2010 0.022*  0.025° 0.024* 0020 0.014* 0013* 0.018*
(0.002) (0.002) (0.002) (0.003) (0.003) (0.003) (0.002)

2019 0.025°  0.025°  0.021*  0.022° 0021 0.018* 0013
(0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.003)
;(_ej; 0.133  0.000  0.000  0.000  0.000  0.000  0.000

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table 5, Column 2. The last column presents the p-value
that comes from testing for each decade if the effect between age groups is constant.
The last row presents the p-values that comes from testing if for every age group the
effect is constant across decades.
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Table A.6: Agglomeration Externalities by Age Group and Year.

No Age FE.
Age Range Age
26-30  31-35  36-40  41-45 4650  51-55  56-60  p-val
1990 0009  0.006  0.008 00105 0008  0.007 0.011°
(0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006)
2000 0.015°  0014°  0.010° 0008 0.011° 0014 00120
(0.002) (0.003) (0.003) (0.003) (0.003) (0.002) (0.003)
2010 0021°  0.024° 0025 0.024*  0020° 0019 0.024°
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
2019 0.019° 0018 0018 0021 0.022° 0019 0015
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
Year 019 0007 0.000 0000 0000 0003 0012
p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table 5, Column 3. The last column presents the p-value
that comes from testing for each decade if the effect between age groups is constant.
The last row presents the p-values that comes from testing if for every age group the
effect is constant across decades.
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A.2.1 Main Results: Sorting.

Table A.7: Agglomeration Externalities by Age Group and Year.
Testing Sorting.

Age Range Age

26-30 31-35 36-40 41-45 46-50 51-55 56-60  p-val

1990 0.004 0.003 -0.001 -0.004  -0.005  -0.004  -0.001 0.000
(0.006) (0.006) (0.005) (0.005) (0.006) (0.005) (0.005)

2000 0.005*  0.006* 0.004 0.001 0.001 0.001 -0.001 0.000
(0.002) (0.002) (0.003) (0.003) (0.002) (0.002) (0.002)

2010 0.014>  0.014*  0.014* 0.012*>  0.011*  0.013*  0.013* 0.848
(0.002) (0.002) (0.003) (0.002) (0.003) (0.003) (0.003)

2019 0.014>  0.013*  0.010*  0.010*  0.010* 0.012*  0.010* 0.001
(0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.003)
;{-6\21 0.000 0.000 0.008 0.000 0.000 0.000 0.000

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the
10%. All the coefficients come from the same regression. The last column presents the
p-value of testing for each decade if the effect between age groups is constant. The last
row presents the p-values of testing if for every age group the effect is constant across
decades.The F-Statistic from the first stage is 17.417.

A.2.2 Main Results: Calibrated Parameters.

In this section I use estimates that come from the labour literature for the elasticity of

substitution between workers with and without college degree and between workers of

different ages.
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Table A.8: Agglomeration Externalities by Age Group and Year.
ocapa=4.5and o = 1.4.

Age Range Age
26-30  31-35  36-40 4145 4650  51-55  56-60  p-val
1990 0.033% 0031 0081° 0.030° 0026° 0.025° 0029°
(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.003)
2000 0.020°  0.020° 0022 0018 0.019° 0022 001"
(0.003) (0.003) (0.003) (0.002) (0.002) (0.003) (0.002)
2010 002" 0.036" 003" 0031 0025° 0024 0028
(0.005) (0.005) (0.005) (0.004) (0.004) (0.004) (0.004)
2019 .03 0085 0032 0033 003"  0029° 0024°
(0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Year o8 0191 0.003 0000 0000 0077  0.028
p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from regression that calibrates 04 = 4.5 and o = 1.4. The
last column presents the p-value that comes from testing for each decade if the effect
between age groups is constant. The last row presents the p-values that comes from
testing if for every age group the effect is constant across decades.
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Table A.9: Agglomeration Externalities by Age Group and Year.
ocpa=45and o = 1.7.

Age Range Age
26-30  31-35  36-40 4145 4650  51-55  56-60  p-val
1990 0.027% 0025 0.025° 0.0 0020° 0019 0023
(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.003)
2000 0.026°  0.026° 0019 0015 006" 0019 0016*
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
2010 0030° 0.033 0033 0.028" 0023° 0022 0.026° o
(0.004) (0.004) (0.004) (0.004) (0.004) (0.003) (0.004)
2019 0.031°  0031°  0.028°  0029° 0.027* 0025 0.020°
(0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Year o001 0102 0001 0000 0000 0032 0042
p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from regression that calibrates 04 = 4.5 and o = 1.7. The
last column presents the p-value that comes from testing for each decade if the effect
between age groups is constant. The last row presents the p-values that comes from
testing if for every age group the effect is constant across decades.
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Table A.10: Agglomeration Externalities by Age Group and Year.
oca=>5b5and o = 14.

Age Range Age
26-30  31-35  36-40 4145 4650  51-55  56-60  p-val
1990 0.033% 0032 008"  0.030° 0026° 0.025° 0029°
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
2000 .02 0.028°  0.02° 0019 0.019° 0021° 001"
(0.003) (0.003) (0.003) (0.002) (0.002) (0.003) (0.002)
2010 001"  0.035 0034 003" 0026 0025 0028
(0.005) (0.005) (0.005) (0.004) (0.004) (0.004) (0.004)
2019 0.034  0034° 0032 0033 0031 0029 0025°
(0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Year 013 0187 0012 0000 0000 0024 0022
p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from regression that calibrates 04 = 5.5 and o = 1.4. The
last column presents the p-value that comes from testing for each decade if the effect
between age groups is constant. The last row presents the p-values that comes from
testing if for every age group the effect is constant across decades.
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Table A.11: Agglomeration Externalities by Age Group and Year.
oca=5b5and o = 1.7.

Age Range Age
26-30  31-35  36-40 4145 4650  51-55  56-60  p-val
1990 0.028°  0.026°  0.025° .04 0020° 0019 0023
(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.003)
2000 0.025*  0025°  0.020° 0016 0.016* 0018 0016°
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
2010 0020°  0.032 0032 0.020° 0024° 0023  0.026°
(0.004) (0.004) (0.004) (0.004) (0.004) (0.003) (0.004)
2019 0.030°  0081°  0.028°  0029° 0.028° 0.026° 0020
(0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Year 5900 0132 0.006 0000 0000 0007  0.028
p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from regression that calibrates 04 = 5.5 and o = 1.7. The
last column presents the p-value that comes from testing for each decade if the effect
between age groups is constant. The last row presents the p-values that comes from
testing if for every age group the effect is constant across decades.
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A.2.3 Main Results: Efficiency Units.

Table A.12: Agglomeration Externalities by Age Group and Year.
Efficiency Units.

Age Range Age

26-30 31-35 36-40 41-45 46-50 51-55 56-60  p-val

1990 0.003 0.002 0.003 0.004 -0.000  -0.001 0.003 0.000
(0.006) (0.006) (0.005) (0.005) (0.006) (0.006) (0.005)

2000 0.010*  0.011*  0.005° 0.002 0.003 0.007*  0.004P 0.000
(0.002) (0.002) (0.003) (0.003) (0.002) (0.002) (0.002)

2010 0.014>  0.018  0.017* 0.014* 0.008*  0.008*  0.012* 0.000
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

2019 0.017*  0.018*  0.015*  0.016*  0.014*  0.011*  0.006" 0.000
(0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.003)
:ﬁ:l 0.000 0.000 0.000 0.000 0.000 0.000 0.053

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the
10%. All the coefficients come from the same regression. Wages and quantities are in
Efficiency Units. The F-statistic of the first stage is 25.677. The last column presents
the p-value that comes from testing for each decade if the effect between age groups is
constant. The last row presents the p-values that comes from testing if for every age
group the effect is constant across decades.

A.2.4 Main Results: Only Big Cities.

In this section I use the subsample of cities that are ‘big’. I use four different thresholds

to classify a city as big. I use those cities that had 25,000, 50,000, 75,000 and 100,000 or

more inhabitants in 1980.
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Table A.13: TV Regression Results.
Big Cities.

Dep. var.: City-age Wage Gap

(1) (2) (3) 4)

Alog( 5 ) 0.041 -0.030 -0.046 -0.050
(0.100) (0.102) (0.109) ( 0.111)
Alog(%) -0.234* -0.256° -0.259° -0.264°
(0.044) (0.047) (0.051) ( 0.052)

log( ﬂ) 0.003  0.005 0.007° 0.008"
v (10.003) (0.003) (0.004) (0.004)
Tmplied o4 4.273*  3.904* 3.864* 3.795"
(0.799) (0.717) ( 0.758) ( 0.748)

Implied o 3.632*  3.496* 3.285* 3.191°

(0.994) (0.928) ( 0.876) ( 0.835)

Observations 22,410 14,810 11,067 8,554
First-Stage F-statistic 26.026 23.819 22.800 23.886

Note: ® indicates the coef. is significant at the 1%, ® at the
5%, and ¢ at the 10%. Each column presents the IV esti-
mates of Equation (8). Shift-share instruments are used for
the change in the log supply of skilled to unskilled workers.
More information can be found in Section 4.3. Column 1
shows the results using the subsample of cities with a pop-
ulation higher than 25,000 inhabitants in 1980 (804 cities).
Column 2 those with more than 50,000 (530). Column 3
those with more than 75,000 (396). Column 4 those with
more than 100,000 (306). All regressions includes time and
age group fixed effects. Regressions are weighted by 1980 city
population and standard errors are clustered at the CBSA
level.
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Table A.14: Agglomeration Externalities by Age Group and Year.
Population > 25,000.

Age Range Age

26-30  31-35  36-40 4145 4650  51-55  56-60  p-val

1990 0012°  0010° 0.010° 0010 0005  0.004 0008 o
(0.006) (0.006) (0.006) (0.006) (0.006) (0.007) (0.006)

2000 0.019° 0018 0.011°  0.007°  0.008* 0012 0.009°
(0.003) (0.003) (0.003) (0.004) (0.003) (0.003) (0.003)

2010 0025° 0.028 0027 0.023°  0017°  0.016°  0.02° o
(0.004) (0.004) (0.004) (0.003) (0.003) (0.003) (0.003)

2019 0.023  0023° 0019 0020° 0018 0016 001°
(0.003) (0.002) (0.003) (0.003) (0.003) (0.004) (0.004)
zej; 0.037 0015  0.000  0.000  0.000 0011  0.023

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table A.13, Column 1. The Table uses the subsample of
804 cities that had a population larger than 25,000 inhabitants in 1980. The last column
presents the p-value that comes from testing for each decade if the effect between age
groups is constant. The last row presents the p-values that comes from testing if for
every age group the effect is constant across decades.
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Table A.15: Agglomeration Externalities by Age Group and Year.
Population > 50,000.

Age Range Age

26-30  31-35  36-40 4145 4650  51-55  56-60  p-val

1990 0012° 0010 0010 0009 0005  0.004 0007 o
(0.006) (0.006) (0.006) (0.007) (0.007) (0.007) (0.006)

2000 0.021°  0020° 0012 0.007°  0.009° 0012 0.009°
(0.003) (0.003) (0.004) (0.004) (0.003) (0.003) (0.003)

2010 0.027°  0.031°  0.030°  0.024*  0019°  0.017°  0.022
(0.004) (0.004) (0.004) (0.003) (0.004) (0.003) (0.003)

2019 0.023  0023° 0019 0019° 0018 0015  0.009°
(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.003)
zej; 0202  0.077  0.006  0.000  0.000 0109  0.039

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table A.13, Column 2. The Table uses the subsample of
530 cities that had a population larger than 50,000 inhabitants in 1980. The last column
presents the p-value that comes from testing for each decade if the effect between age
groups is constant. The last row presents the p-values that comes from testing if for
every age group the effect is constant across decades.
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Table A.16: Agglomeration Externalities by Age Group and Year.
Population > 75,000.

Age Range Age

26-30  31-35  36-40 4145 4650  51-55  56-60  p-val

1990 0014° 0011 0.011° 0011 0006  0.005 0009 o
(0.007) (0.006) (0.007) (0.007) (0.007) (0.008) (0.007)

2000 0.023  0.021°  0.014° 0008 0.011° 0014 001t
(0.003) (0.003) (0.004) (0.004) (0.003) (0.004) (0.003)

2010 0020°  0.032° 0031 0026 0020° 0019 0.024*
(0.004) (0.004) (0.004) (0.004) (0.004) (0.003) (0.004)

2019 0.023  0023° 0019 0019° 0018 0015 0000
(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.004)
;(_ej; 0.403 0150  0.046  0.001  0.007 0301  0.041

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table A.13, Column 3. The Table uses the subsample of
396 cities that had a population larger than 75,000 inhabitants in 1980. The last column
presents the p-value that comes from testing for each decade if the effect between age
groups is constant. The last row presents the p-values that comes from testing if for
every age group the effect is constant across decades.
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Table A.17: Agglomeration Externalities by Age Group and Year.
Population > 100,000.

Age Range Age
26-30 31-35 36-40 41-45 46-50 51-55 56-60  p-val
1990 0.014P 0.011°¢ 0.011 0.011 0.006 0.005 0.009

(0.007) (0.007) (0.007) (0.008) (0.008) (0.008) (0.007) 0.000

2000 0.024*  0.021*  0.014*  0.008  0011°  0.013*  0.011"
(0.003) (0.003) (0.004) (0.004) (0.003) (0.004) (0.003)

2010 0.030"  0.033*  0.032*  0.026* 002" 0019 002"
(0.005) (0.005) (0.005) (0.004) (0.004) (0.004) (0.004)

2019 0.025°  0.024*  0.020°  0.020°  0019° 0016* 0.011"

(0.003) (0.003) (0.003) (0.003) (0.003) (0.004) (0.004)

Year 013 0183 0033 0.000 0004 0296  0.062

p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
All the coefficients come from Table A.13, Column 4. The Table uses the subsample
of 306 cities that had a population larger than 100,000 inhabitants in 1980. The last
column presents the p-value that comes from testing for each decade if the effect between
age groups is constant. The last row presents the p-values that comes from testing if for
every age group the effect is constant across decades.

A.2.5 Main Results: Different Measure of Density.

In this section I use a different measure of density. Instead of 1980 CBSA population I

use (log) 1980 CBSA density.
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Table A.18: Agglomeration Externalities by Age Group and Year.

Different Measure of Density.

Age Range Age
26-30 31-35 36-40 41-45 46-50 51-55 56-60  p-val
1990 0.029>  0.024>  0.023> 0.023*  0.016 0.015  0.023° 0.000
(0.012) (0.012) (0.011) (0.011) (0.011) (0.011) ( 0.010)
2000  0.037*  0.036*  0.026*  0.019°  0.020* 0.026> 0.021* 0.000
( 0.008) (0.008) (0.009) (0.009) (0.007) (0.007) (0.008)
2010  0.036*  0.044*  0.046*  0.040*  0.031*>  0.029*>  0.037* 0.000
(0.008) (0.007) (0.008) (0.008) (0.008) (0.007) (0.007)
2019  0.032*  0.033*  0.030* 0.035* 0.034*> 0.031>  0.020* 0.000
(0.007) (0.006) (0.006) (0.006) (0.006) (0.007) (0.007)
Year 07 0004 0011 0014 0001 0017  0.054
p-val

Note: @ indicates the coefficient is significant at the 1%, ® at the 5%, and ¢ at the 10%.
The measure of density correspond to 1980 CBSA population divided by CBSA area.
The last column presents the p-value that comes from testing for each decade if the
effect between age groups is constant. The last row presents the p-values that comes
from testing if for every age group the effect is constant across decades.
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B Appendix Figures

Figure B.1: Weeks Worked Imputation Error
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Note: 1 use the those samples with the exact number of weeks worked (i.e., 1980, 1990, and
2000) to construct the prediction error of imputing 52 as the number of weeks worked.
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Figure B.2: Predicted Error Term and Population

0 A

o

<

A
©
=}
S
o
(0]
o
el
(0]
©
E
gs. “
r A
A
5.
| T T T T T
8.5 10.5 12.5 14.5 16.5

"Log 1980 CBSA Population

Note: Full-time full-year men workers. This graph present a binscatter graph of the error term
(multiplied by 100 millions) of a regression of (log) hourly wage on education, city, age, decade,
country of origin, race, and industry dummies.

C Model Appendix

The model predicts that the log ratio of college and non-college workers follows:2!

B af 1 1 Sct
ZOQ(TCU)_ZOQ (9#) + (JA UE>log<Uct>
+ (3 — piy)log (D) — (UA) 9 (U?)

ctj

21This equation correspond to Equation 6 in Section 4.1.
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The total derivative of equation 6 follows:

Olog (rct; R Olog (rct; u
dlog (ray) = i) atog(02,) + S e avog(oz)

dlog (rctj)
Alog(Set)

dlog (resy)
dlog(Uet)
8log( ctj) alog (Tctj)
dlog(S, —_—

dlog(Set;) 9(8es) + dlog(Uet;)
Olog (retj) , o Olog (retj) .

tJ

dlog(sct) + dlog(Uct)

dlog(Uet;)

Now I will consider each component:

Olog (T¢tj)

alog(egt) dlog(gct) = dlog(ect)

Olog (Tetj)

alog(og ) dlo (ect) dlog(ect)

Olog (retj) (1 1
8109(5@) dlog(sct) - oA oE dlog(SCt)
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Olog (ret)

ou}

tj

dug; =

_ZOQ(DC)duzLj

Plugging these equation into Equation C.1 and grouping similar terms we arrive to:

dlog(re;) = dlog <zu> — édlog (

+(

which is Equation 7 in the text.

1

A

c

Ue

) + (dp§ — dpj)log (D)

) (o () o0 (52))
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